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CONSPECTUS:Molecular crystals are ubiquitous in many areas
of science and engineering, including biology and medicine. Until
recently, our ability to understand and predict their structure and
properties using density functional theory was severely limited by
the lack of approximate exchange−correlation functionals able to
achieve sufficient accuracy. Here we show that there are many
cases where the simple, minimally empirical pairwise correction
scheme of Tkatchenko and Scheffler provides a useful prediction
of the structure and properties of molecular crystals.
After a brief introduction of the approach, we demonstrate its
strength through some examples taken from our recent work.
First, we show the accuracy of the approach using benchmark
data sets of molecular complexes. Then we show its efficacy for
structural determination using the hemozoin crystal, a challenging system possessing a wide range of strong and weak binding
scenarios. Next, we show that it is equally useful for response properties by considering the elastic constants exhibited by the
supramolecular diphenylalanine peptide solid and the infrared signature of water libration movements in brushite. Throughout,
we emphasize lessons learned not only for the methodology but also for the chemistry and physics of the crystals in question.
We further show that in many other scenarios where the simple pairwise correction scheme is not sufficiently accurate, one can
go beyond it by employing a computationally inexpensive many-body dispersive approach that results in useful, quantitative
accuracy, even in the presence of significant screening and/or multibody contributions to the dispersive energy. We explain the
principles of the many-body approach and demonstrate its accuracy for benchmark data sets of small and large molecular
complexes and molecular solids.

Molecular crystals are defined as crystalline solids
composed of molecules bound together by relatively

weak intermolecular interactions, typically consisting of van der
Waals (vdW) forces and/or hydrogen bonds.1 The molecular
building blocks are often organic or metal−organic, although
this is not a must. Molecular crystals play an important role in
many areas of science ranging from mechanics and electronics
to biology and medicine, and a large amount of effort has been
dedicated to understanding their structure and properties.1

Molecular crystals often exhibit collective properties (i.e.,
properties arising from the weak intermolecular interactions)
that are not found in the individual building blocks. Such
properties are typically hard to predict from textbook molecular
models. Therefore, first-principles calculations, based ideally on
nothing more than the pertinent atomic species and the laws of
quantum physics, can be of great help in elucidating such
phenomena.
By far the most common first-principles electronic structure

theory is density functional theory (DFT).2−4 DFT is an
approach to the many-electron problem in which the electron
density, rather than the many-electron wave function, plays the
central role. DFT has become the method of choice for
electronic structure calculations across an unusually wide
variety of fields ranging from organic chemistry5 to

condensed-matter physics6 because it is the only currently
known practical method for routinely performing fully
quantum-mechanical calculations for systems with hundreds
or even thousands of electrons.7

While DFT is exact in principle, it is always approximate in
practice because relying on the electron density requires a
“mapping” exchange−correlation (xc) functional that is only
approximately known.2−6 From a DFT point of view, dispersive
intermolecular interactions depend on long-range correlation in
the mapping xc potential.8−10 These, however, are notoriously
absent in virtually all standard approximations within DFT. As a
direct result, such approximations tend to do very poorly in the
description of weak interactions, greatly limiting their value for
the study of molecular crystals.11 Consequently, until recently
DFT has scarcely left a footprint in this field.
In the past decade, enormous strides toward the inclusion of

van der Waals interactions in DFT calculations have been made
using a variety of approaches.8,9,12,13 These can be broadly
divided into several categories: (1) methods where nonlocal
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correlation is either computed explicitly or integrated with
traditional xc functionals;10,14 (2) semiempirically parametrized
xc functionals calibrated for data sets that include non-
covalently interacting systems;15−19 (3) addition of effective
atom-centered nonlocal potentials;20−22 and (4) augmentation
of existing xc functionals by pairwise corrections to the
internuclear energy expression that are damped at short range
but provide the desired long-range asymptotic behavior.23−28

In the past decade, excellent work on molecular crystals, too
vast to review here meaningfully, has been reported with all of
the above approaches. Our literature search for molecular
crystal research with DFT identified well over 150 relevant
articles in the past decade but only a handful prior to that,
perhaps best illustrating the vitalization of the field brought
about by the new methods. Most of these studies were
performed using pairwise corrections (ref 29 is one example of
a thorough benchmark study). We too have chosen to devote
our attention to this latter category for two main reasons. First,
the computational cost associated with the evaluation of
pairwise corrections is negligible, which is of great help for
crystals, which may often possess large and complex unit cells.
Second, the almost complete freedom in choosing the
underlying xc functional is highly advantageous for obtaining
an accurate description of the electronic structure.30

In particular, we have focused our research efforts on the
Tkatchenko−Scheffler pairwise correction scheme (TS-vdW).27

In this approach, vdW parameters (polarizability and vdW
radii) are themselves functionals of the electron density, and
thus the approach is only minimally empirical. Furthermore, the
first-principles nature of the scheme makes it a natural starting
point for more advanced treatments that go beyond itan
issue discussed in detail below.
Our (joint and separate) research efforts have focused on

two central questions: (1) Can the TS-vdW scheme
quantitatively describe properties of molecular crystals that
are derived from total energy calculations? If so, what novel
conclusions may we draw about their properties? (2) In cases
where the TS-vdW scheme is insufficient, can we go beyond the
pairwise picture to restore quantitative accuracy? If so, how?

And what does that teach us about the physics and chemistry of
molecular crystals? In this article, we provide a concise overview
of some of the answers we have found.
In pairwise correction schemes, the total energy coming from

a standard DFT calculation is augmented by a dispersion-
correction energy, Edisp, that is added to the internuclear energy
term. Pairwise correction terms derived from second-order
perturbation theory31 are generally of the form:
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where d determines the “steepness” of the damping and sR
determines its range. The larger sR is, the larger is the range of
interaction for which dispersion is already well-handled by the
underlying xc functional. Importantly, in TS-vdW the
parameters C6ij and Rij

0 are not fixed but rather are themselves
functionals of the electron density, n(r). Briefly, the scheme
uses accurate ab initio-computed reference values for free-atom
static dipole polarizabilities and C6 coefficients, a combination
rule for deriving heteronuclear C6 coefficients from homo-
nuclear static dipole polarizabilities, and Hirshfeld partition-
ing32,33 of the DFT electron density to renormalize the vdW
radii and the C6 coefficients of an atom pair inside a molecule.
The range parameter sR is the only parameter determined
empirically, by fitting it once and for all for each underlying
functional using the S22 benchmark data set of weak
interactions.34

In view of the small binding energies involved, is the resulting
scheme sufficiently accurate? Figure 135,36 summarizes graphi-
cally the performance of many xc functionals for the S22 set

Figure 1. Mean absolute errors of different functionals with and without TS-vdW corrections with respect to CCSD(T) reference values38 for the
binding energies of the S2234 data set. For each TS-vdW-corrected result, the optimized range parameter, sR, is given in parentheses. Reproduced
from ref 35 with additional data from ref 36. Copyright 2011, 2013 American Chemical Society.
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with and without TS-vdW corrections. Clearly, the pairwise
corrections offer a significant increase in accuracy, even when
applied to functionals designed to produce improved accuracy
for weakly bonded systems, such as the M06 semiempirical
family of functionals.16 Furthermore, sR is indeed found to be
larger the more the underlying functional already partially
accounts for midrange dispersive interactions. Therefore,
double counting is avoided, and the corrected performance is
satisfactory and only weakly dependent on the parent
functional. The mean absolute error ranges from ∼10 to ∼20
meV (i.e., better than 0.5 kcal/mol) and lies within the range
typically defined as “chemical accuracy”. Importantly, similar
performance is obtained for the larger and more varied S66
benchmark set37 without further optimization of parame-
ters.35,36

While this success is encouraging, it does not guarantee
adequate accuracy for molecular crystals. Are pairwise
corrections enough even in the solid-state environment? Also,
when considering the structure of molecular crystals, we
minimize the forces (i.e., the derivatives of the total energy with
respect to atomic positions). Are the derivatives accurate
enough too? Applications of the TS-vdW method to a variety of
weakly bound solids (e.g., see refs 39 and 40) suggest that the
answer to these questions is yes. A challenging and important
system with which one can highlight this is the hemozoin
crystal.41 This crystal is biologically relevant. During the course
of malaria, the parasite enters the red blood cell, where it feeds
on hemoglobin, releasing the heme as a byproduct. The parasite
avoids the toxicity of heme by promoting its crystallization into
nonreactive hemozoin. Therefore, understanding the mecha-
nism of hemozoin crystallization and its inhibition is important
in the battle against malaria.42

The major phase of synthetic hemozoin is depicted in Figure
2. The repeat unit is a centrosymmetric heme cyclic dimer,
where the two molecules are linked through iron−carboxylate
bonds between the propionate side chain of one molecule and
the central Fe atom of the other. The free propionic acid
groups of the cyclic dimers form hydrogen bonds along the
[101 ̅] direction. Along the [010] direction, the dimers are π-
stacked. Additional stabilization is gained from dispersion
interactions between the methyl and vinyl side chains of
adjacent dimers. This complex interplay of organic and metal−
organic bonding, hydrogen bonds, and different van der Waals
interactions places stringent demands for relatively uniform
accuracy across all types of bonding.
The equilibrium lattice parameters obtained with TS-vdW

dispersive corrections applied to the Perdew−Burke−Ernzerhof
(PBE)43 xc functional were found to be very close to the
experimental values (agreement better than ∼0.05 Å) along all
of the crystal axes. Generally, good agreement with X-ray
diffraction data was also obtained for specific structural
parameters, such as the interplanar porphyrin distance, mean
deviation from planarity, Fe shift from the porphyrin plane,
Fe−Fe and Fe−O bond lengths, etc. In contrast, uncorrected
PBE exhibited markedly different behavior. Along the c axis,
where the binding is predominantly due to hydrogen bonds
between the free propionic acid groups of adjacent dimers, PBE
yielded a lattice parameter in agreement with experiment.
Indeed, PBE is well-known to provide a reasonable description
of all but the weakest hydrogen bonds.5 However, along the a
axis, where the binding is mostly due to dispersive interactions
between the methyl and vinyl side groups of adjacent dimers,
PBE predicted a shallow minimum and significantly over-
estimated the lattice constant. Worse, along the b axis, where

Figure 2. Schematic structural illustration of synthetic hemozoin (only the unit cell of the major phase is shown). (a) The heme monomer. (b)
Stacking of heme dimers along the [010] direction. (c) Hydrogen bonds between free propionic acid groups along the [101̅] direction, shown as
light-blue dashed lines . C atoms are shown in gray, N in blue, O in red, Fe in violet, and H in white. Some hydrogen atoms have been omitted for
clarity. Reproduced from ref 41. Copyright 2011 American Chemical Society.
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the binding is predominantly due to π−π interactions between
the porphyrin rings of adjacent dimers, uncorrected PBE
provided no minimum at all. Thus, properly accounting for
dispersive interactions via pairwise corrections was found to
possible and, furthermore, essential for describing the structure
of synthetic hemozoin not only quantitatively but even
qualitatively.41

The hemozoin crystal also demonstrates the practical
importance of flexibility in the choice of the underlying xc
functional30 (as demonstrated in Figure 1 above) to obtain a
satisfactory description of the electronic structure. While this
has little effect on the geometry in this case, PBE is well-known
to favor configurations with lower spin compared with hybrid
functionals such as PBE044 (obtained from PBE by replacing
25% of the PBE exchange with Fock exchange). This tendency
was also seen for the heme dimer, where PBE0+TS-vdW
predicted the correct high-spin configuration with J = 11 while
PBE + TS-vdW favored the J = 7 or J = 5 configuration.41

Beyond methodology confirmation, calculations of the
relative stability of three stereoisomers as isolated dimers and
in the unit cells of the two phases of hemozoin allowed for an
explanation of the experimentally observed two distinct crystal
phases, with somewhat different unit cells, as being associated
with different stereoisomers. A growth mechanism wherein the
first stage of nucleation is the formation of cyclic dimers was

suggested. In the ensuing crystallization stage, the centrosym-
metric stereoisomer forms the major phase and the chiral non-
centrosymmetic dimer, which is unlikely to adsorb on the
growing faces of the major-phase crystal because of the
stereochemical mismatch, segregates and forms the minor
phase.41

A natural question, then, is whether the success obtained in
structural prediction carries over to quantities related to second
derivatives of the energy, such as elastic constants or vibrational
properties. This has been demonstrated recently using several
interesting test cases. The above-mentioned applications of TS-
vdW to weakly bound solids39,40 also indicate that they greatly
improve the bulk modulus. In the context of the elastic
response, an interesting and challenging system is diphenyla-
lanine peptide, which self-assembles to form a bioinspired,
supramolecular solid,45 shown in Figure 3.46 The nanotubular
structures of this solid possess a variety of remarkable
properties. In particular, they are unexpectedly stiff,47,48 with
reported Young’s moduli of 19−27 GPa, which are much
higher than one would naively assume for what is intuitively
expected to be a soft material.
The chemical basis for this remarkable rigidity can be

elucidated by first-principles calculations. Various combinations
of elastic constants, allowing the extraction of Young’s moduli,
can be derived from the curvature of energy−strain curves

Figure 3. (top) Schematic partition of the diphenylalanine-based molecular solid into repeating building blocks consisting of an alanine-based “tube”
surrounded by six “zipper” units consisting of two diphenyls each. (bottom) Plots of energy as a function of strain, computed with (blue crosses) and
without (red asterisks) TS-vdW corrections, for the following distortions: equal expansion along the x and y axes (top left); equal expansion along
the x axis and compression along the y axis (top right); expansion along the z axis (bottom left); and isotropic expansion (bottom right). Solid lines
represent parabolic fits, and the elastic constant combination extracted from the curvature of each fit is denoted in each panel. Reproduced from ref
46. Copyright 2014 American Chemical Society.
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obtained by symmetry-guided distortions of the unit cell. Such
energy−strain curves, shown in Figure 3,46 yield two interesting
observations. Qualitatively, energy−strain curves should ideally
be parabolic within the elastic limit. The dispersion-corrected
curves are visibly much more parabolic. This is the case because
without dispersive attractions, some of the “glue” that keeps the
structure together is gone, rendering the structure “less
physical” and less chemically stable. In particular, the energy
profile contains more than one energy minimum and is more
shallow and corrugated. Quantitatively, the elastic constants are
much larger with dispersive corrections. The obtained Young’s
modulus along the x direction, ∼9 GPa, is still smaller than the
experimentally determined one, and some of this difference can
ensue directly from our approximations. However, other
explanations are plausible. First, simulations were performed
on the bulk crystal, whereas all of the experiments were
performed on a peptide tube. Second, the measured value was
deduced from a finite-element analysis of the raw experimental
data and is likely to be an overestimate. Third, trapping of
residual water molecules inside the pores of the crystalline
structure may affect the measured values. In view of these
uncertainties, the value obtained in the calculations is sufficient
to gain further insights.
Importantly, more than half of the Young’s modulus in the x

direction is attributed to dispersive interactions. This is a
consequence of the unique supramolecular ordering in the
crystal, illustrated in Figure 3,46 in which the structural motif is
partitioned into an array of peptide nanotube backbones with
six interpenetrating “zipperlike” aromatic interlocks, each
consisting of two diphenyls. Chemically, the interaromatic
interaction is dominated by vdW forces. While each individual
vdW interaction is relatively weak, there are many phenyl rings
participating in the “zipperlike” structure, so the overall
interaction is significant. The rigidity of the peptide backbone
is expected to be highly influenced by interpeptide hydrogen
bonding. Therefore, rigidity due to either type of bonding is
increased by the inclusion of TS-vdW dispersive corrections.
Detailed analysis of the stretching-induced relative displace-
ments indicated the crucial role played by the “zipperlike”
aromatic interlock in determining the rigidity. Specifically, the
distortion associated with opening of the “cage structure” in the
stretched direction was found to dominate over that associated
with opening of the “zipper structure”.
To demonstrate the accuracy of TS-vdW corrections for

vibrational properties we consider brushite, CaHPO4·2H2O, a
crystalline hydrated acidic form of calcium phosphate, shown in
Figure 4a.49 Brushite occurs in both physiological and
pathological biomineralization processes.50 Among calcium
phosphates, brushite is particularly interesting because it
possesses a double layer of water molecules that are intrinsically
part of the lattice (Figure 4a). Therefore, while brushite is not,
strictly speaking, a molecular crystal, it does contain molecular
objects in the unit cell, and some aspects of its structure and
properties are also sensitive to weak dispersive interactions.
As part of a comprehensive analysis of its infrared absorption

spectrum49 that generally resulted in quantitative agreement
between theory and experiment, it was found that dispersive
corrections play a particularly important role in the water
libration modes, as shown in Figure 4b. Libration modes are
rotational modes of the water molecule that are hindered by the
rigid crystalline surroundings. For each crystallographic water
unit, three normal modes of libration are expected. They are
normally observed in a relatively broad spectral region.52

Assignment of libration modes is often difficult even with
deuturation and measurements at low temperature, as these
modes span a large spectral region and overlap with other
absorption features. In the theoretical spectrum, all of the
libration modes were assigned. Figure 4b clearly indicates that
the addition of the TS-vdW correction influences the energies
of the libration modes, changing the overall shape of the
spectrum and yielding better agreement with experiment. This
is especially evident for bands marked by the gray dashed lines.
These results are reasonable considering that the water libration
is especially affected by vdW interactions between the water
molecules and the rest of the crystalline environment. Thus,

Figure 4. (a) Structure of brushite, containing Ca atoms (green), O
atoms (red), H atoms (white), and phosphorus atoms, which are
inside the purple tetrahedra representing the phosphate ions. For
convenient visualization, more than a standard unit cell is shown.
Standard unit cell vectors are depicted in the figure. (b) Three water
libration modes and a comparison of the calculated (PBE and PBE
+TS-vdW) and experimental51 spectra at 77 K. Blue and red vertical
lines represent libration mode frequencies corresponding to the W(1)
and W(2) water molecules, respectively. Reproduced from ref 49.
Copyright 2014 American Chemical Society.
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libration modes calculated with vdW corrections improve our
understanding of their contribution to the overall spectrum. We
note in passing that beyond libration modes, these calculations
allowed a definitive assignment of the debated stretching
vibrations of the two types of water molecules in the unit cell.
With the above examples, we hope to have shown

convincingly that significant progress in understanding the
structure, stability, mechanical strength, and vibrational proper-
ties of molecular crystals has been made possible by employing
TS-vdW pairwise additive descriptions of dispersion inter-
actions in the context of DFT. However, it is well-known that
the dispersion energy arises from collective electronic
fluctuations in matter. Therefore, dispersion is a many-body
phenomenon that demands a consistent quantum-mechanical
description beyond simple pairwise models.31,53 One option to
go beyond those is to use quantum-chemical approaches or
stochastic quantum Monte Carlo methods that aim toward the
exact solution of the many-electron Schrödinger equation.
These methods are potentially very accurate but in practice are
very expensive because they require the solution of equations
with large computational scaling powers and prefactors in terms
of the number of electrons. To address the inherent many-body
nature of long-range electron correlation energy, the Tkatch-
enko group has recently developed the so-called many-body
dispersion (MBD) method.54,55 It builds on the Tkatchenko−
Scheffler approach described above by using the TS projection
of the many-electron system into an auxiliary set of quantum
harmonic oscillators (QHOs).27 This model system of QHOs is
parametrized “on-the-fly” to reproduce the dipole response
properties of the real electronic system using only its electron
density. This parametrization works successfully for both
molecules and solids with a finite electronic gap, reproducing
their polarizabilities and C6 coefficients with an accuracy of 5−
7%.
Furthermore, an analytical proof demonstrating the equiv-

alence between the MBD energy expression and the correlation
energy in the random-phase approximation (RPA) for a system
of dipolar QHOs has been given.31 In contrast to RPA
calculations based on DFT orbitals, MBD avoids explicit use of
single-electron orbitals, allowing for a negligible computational
cost with respect to a self-consistent DFT calculation. The
MBD method54,55 has proven to be very accurate for a variety
of molecular and solid-state systems, consistently achieving
accuracies of 5−7% with respect to high-level reference binding
energies for (supra)molecular systems54−57 and lattice energies
of molecular crystals.56,58−61 The accuracy of DFT+MBD
calculations is in fact often within the uncertainty of the
reference data.57,60

Figure 5 compares the performance of the MBD and TS-
vdW schemes for the S66 molecular complex set,37 the S12L
benchmark set of larger, more complex intermolecular
interactions,62 and the X23 database of experimental molec-
ular-crystal lattice energies.60,61 Clearly, MBD offers improve-
ment for all three sets, but the improvement is much more
pronounced for the larger complexes and the molecular solids,
indicating the important role of beyond-pairwise interactions in
such systems.
To better understand the emergence of nontrivial many-body

effects in coupled QHO systems, it is useful to distinguish
between two classes of contributions. Dispersion energies can
be computed as spatial integrals over a frequency-dependent
polarizability, which is by definition a nonadditive tensor that
depends in a highly nonlinear fashion on the fluctuating electric

fields inside molecules and materials. The polarizability relates
induced dipole moments to applied electric fields, and since
both quantities are vectorial, the polarizability is usually an
anisotropic tensor. In the context of empirical dispersion
corrections, the polarizability is often crudely approximated as a
scalar that depends only on the local hybridization environ-
ment, for example having slightly different (on the order of 10−
15%) isotropic values for sp-, sp2-, and sp3-hybridized carbons.
However, this ignores the sensitive dependence of polarizability
on ever-present internal electric fields, which can lead to
dramatic modifications. This was illustrated recently by carbon
nanostructures of different size and dimensionality.63 It was
found that the C6 coefficient per carbon atom varies from
around 20 hartree·bohr6 in diamond to 147 hartree·bohr6 in
graphene, with other carbon nanostructures showing inter-
mediate values. These large modifications categorically
demonstrate the importance of the anisotropic response in

Figure 5. (top) Mean absolute errors (MAEs, in kcal/mol) and
(bottom) mean absolute relative errors (MAREs, in %) for the S66,
S12L, and X23 databases computed with the TS and MBD methods
combined with both the PBE and PBE0 functionals. The middle panel
shows a representative complex from each of the three databases:
(left) benzene dimer, (center) “buckycatcher” (C60@C60H28), and
(right) benzene crystal. Reproduced with permission from ref 55.
Copyright 2014 American Institute of Physics.
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low-dimensional nanostructures, where dipoles align along
certain preferred directions (e.g., in the plane of graphene or
along the long axis of a nanotube). Indeed, many-body effects
in the polarizability have been shown to dramatically affect the
interlayer binding energy of graphite, even leading to self-
assembly behavior that is qualitatively different than that
predicted by simple pairwise models. For example, it has been
suggested that the binding energy of fullerene on a multilayered
graphene stack decreases as a function of the number of
graphene layers, whereas a pairwise theory yields an increasing
binding energy.63 We stress that electrodynamic polarization
effects are abundant even in small molecules. For example, the
polarizability of the nitrogen dimer is anisotropic, with
experimental values of αxx,yy = 9.8 bohr3 and αzz = 16.1
bohr3, where z is the molecular axis.64

A different type of many-body effect involves the well-known
many-body energy terms, such as the Axilrod−Teller−Muto
(ATM) interaction between three closed-shell atoms.65 In
contrast to pairwise energies, which are always attractive, the
ATM energy can be attractive or repulsive depending on the
angles in the triangle formed by the three atoms.66 The
importance of many-body terms in the dispersion energy has
recently been assessed by several different groups.26,62,66−68 It
was found that these terms should be included for an accurate
description of binding energies in large molecular assemblies.
Beyond the ATM term, there are N-body interactions, where N
is the number of particles (electrons, atoms, or molecules).
Several groups have recently demonstrated that ATM terms
often do not dominate beyond the pairwise energy, and higher-
order terms can play an important role in achieving “chemical
accuracy”. A many-body decomposition analysis of the
dispersion energy clearly demonstrated that energy contribu-
tions up to six-body interactions are required in order to
achieve an accuracy of 1 kcal/mol in the binding of
supramolecular systems.57 For larger, more polarizable
materials such as nanotubes, the dispersion energy has to be
computed up to inf inite order, as any low-order truncation of
the energy leads to significant deviations in the computed
binding energy of a double-walled carbon nanotube.57

Compared with other organic materials, molecular crystals
exhibit especially interesting many-body effects. In particular,
molecular packing into multiple crystal forms (polymorphs)
leads to polymorph-dependent polarization behavior, and in
this case the subtle interplay between many-body terms dictates
the relative stability of different polymorphs. In some cases, the
pairwise dispersion energy is sufficient for a correct
identification of relative polymorph stability.69,70 However,
only upon inclusion of many-body effects could one account for
the experimentally derived relative stabilities of the α, β, and γ
polymorphs of the glycine crystal.59 Similar conclusions were
obtained for the relative stabilities of polymorphs of oxalic and
tetrolic acids.59 For oxalic acid, widely used pairwise corrections
overstabilize the α form, while the two forms should be
essentially degenerate according to experiment. These findings
demonstrate that including MBD effects in DFT can lead to
qualitative changes in the relative stabilities of polymorphic
molecular crystals compared with pairwise dispersion correc-
tions. Clearly, significantly more work is required in order to
understand which systems are the ones where MBD effects are
particularly strong and lead to the emergence of novel behavior
that cannot be described by simple pairwise methods. The
development of MBD methods is an active research field, and

we expect to see further developments and understanding of
many-body effects in the dispersion energy in the near future.
Despite the fact that dispersion-inclusive density functionals

have enjoyed considerable attention and have been rather
successfully applied to a wide variety of materials, there is
clearly room for further improvement. One particular issue is
the infamous delocalization or self-interaction error, which is
present in all semilocal and conventional hybrid DFT
functionals. Because hybrid functionals mitigate these errors,
one would expect hybrid functionals typically to perform better
than pure semilocal generalized gradient approximation (GGA)
functionals. This is often the case, as shown in Figures 1 and 5.
However, Figure 5 also shows that for supramolecular
complexes the hybrid PBE0 functional coupled with the
MBD method yields larger errors than the parent semilocal
PBE functional. This may indicate that more advanced range-
separated hybrid (RSH) functionals71,72 could assist in
capturing the subtle non-covalent interactions in systems with
strong inhomogeneous polarization. Indeed, coupling RSH
functionals with MBD leads to improved performance for small
molecular dimers in the S66 database.36

In conclusion, we have provided an overview of some
important cases where the simple, minimally empirical pairwise
correction scheme of Tkatchenko and Scheffler provides a
useful prediction of structures and response properties. We
have further shown that this scheme is not always sufficiently
accurate. In such cases, it can be augmented by a computa-
tionally inexpensive many-body dispersion approach that often
results in useful quantitative accuracy even in the presence of
significant screening and/or multibody contributions to the
dispersive energy. Throughout, we have illustrated this using a
selection of biological or bioinspired molecular crystals with an
emphasis on lessons learned not only for the methodology but
also for the chemistry and physics of the crystals in question.
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